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Overview

> Contextual Bandits are rich models for online decision-making problems where
an agent sequentially interacts with an unknown, responsive environment and
receives a reward.

> How can an agent leverage the experssive power of neural networks to learn
the reward function and eventually converge to an optimal action selection
policy”?

> We propose algorithms that employ (convolutional) neural networks to
estimate the reward, and provably attain sublinear regret.

Problem Setting

> At every step 1 <t <T

yr = f(xt) + €

Action a: € A one-hot vector of length |A]
ConteXt ot — (Zt)l, I 7Zt,|.A|) - RdX|A|
Noise ¢; : 0 sub-Gaussian, i.i.d.
IIlpU.t Ty = 2:Qp € Rd X C Sd—l
Reward f: X =R f € Hinn
[l < B knn: the Neural Tangent Kernel
> Cumulative regret T
Rr =) f(x;)— f(z)
t=1

> Learner’s goal

Rr/T —0asT — o

Neural Bandits

> We propose two algorithms, NN-UCB and CNN-UCB.
> Atevery step 1 <t < T

Approximate the mean of reward with fie—1(z) = f) (x;60,_1)
the (C)NN trained for J steps of gradient descent on

Approximate the variance of reward with

52 () = g’ (x) (02I+ tz_i gT(wi)g(wi))_lg(m)

7t Jm vm

Pick actions by maximizing the approximate Upper Confidence Bound

Ty = argmax fi; 1(x)++/Bi0-1(T)

r=z:a,acA

Information Gain

> It often appears in bandit regret bounds and quantifies the speed at which the
agent learns about the reward function. It is the mutual information between
the observed reward and true reward values. A denotes the entropy.

I(yr: fr) = H(yr)— H(yr|fr) % log det(I + o~ 2K )

> Its maximum depends only on the domain, the noise and the kernel function

vyr = max I(yr; fr)

L1, ", LT

Then the maximum information gain associated with the NTK of a
fully-connected RelLU network is bounded by

YT ,NN — (;j (Cl(d, L)T%)

Main Result

> We resolve the open problem of proving sublinear regret bounds for general
context sequences, considering both fully-connected and convolutional nets.

We show that our algorithms converge to the optimal policy
in polynomial time with high probability.

Let § € (1,0). Set B = 2log(2T|A|/d). Choose the width s.t.

minimum eigenvalue of the kernel matrix

m > poly (T,L,|A|,07%, B, \g ', log(1/6))

and learning rate n = C(LmT + mo?)~! with some constant C.

Then with probability greater than 1 — o, SupNN-UCB satisfies

2d—1

R(T)=O(Co(d,L)T 27 ).

> C(Comparison to prior work: |2| are the first to introduce neural contextual
bandits. They provide a guarantee roughly of the form

Convolutional Guarantees

d
> Invariance Trick [1] Wk T — Z<,w, ¢ - @) NN
I=1
Cl L — (xl+17$l—|—27”' y Ldy L1y axl)

2-Layer convolutional network is invariant to circular shifts.
m d
1 1
fonn(z;0) = d ;:1 Vi Orelu (Wi * T) = d z§—1: fan(c - x;0)

fonn(a - ) = fonn(z)

> (Connection between the NTK and the CNTK

d
1
kenn(z, ') = p Z knn(z, cp - ')
=1

When restricted to S¢~1!, the NTK is described by (tks Fdk)>o & sequence of

eigenvalue eigenspace pairs. Here, the k-th eigenspace is spanned by degree-k poly-
nomials. For the CNTK however, the k-th eigenspace is spanned by polynomials
that are inwvartant to circular shifts. Searching through this shrunken RKHS gives
us improved rates for CNN-UCB.

> Reward model assumption

f € HkCNN Hf||k0NN < B

CNN-UCB benefits from a shift-invariant structure.
Our results suggest that for a high-dimensional input it outperforms NN-UCB.

> Guarantees for the Convolutional Neural Bandit

~ ~
Yr.cnN = O (Cl(d7 L) (E) )

Let 0 € (1,0). Set By = 2log(2T|A|/d). For any T, there exists
width m such that if n = C(LmT + mo?)~! with some constant
C, then with probability greater than 1 — o, SupCNN-UCB satisfies

R(T)=0 ( Cold. L) 22d1> |

d(d—1)/2d
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