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Challenges

* Continuous action space

At every step ¢

* Qualitative preference feedback Choose actions x;, @} Receive binary feedback y;
« Costly sampling % 7 60 . .
« Complexity of exploration & exploitation i |IgID P(y: = 1) = s (f(x:) — f(x})) W > W)’
Contributions Repeat
« Stackelberg Game formulation
* Practical confidence bounds for Setting: continuous & kernelized ~ compact domain in R%, f € Hy, ||fllx < B
kernelized utilities
* No-regret guarantee P(x* = o) + P(x* = ') — 1
* Very promising performance Goal: sublinear regret R(T) = Z ( ) 2( )
t=1
Stackelberg Perspective
View actions as players in a Stackelberg Game Preference-based inference is equivalent to learning
* With objective P(x = '), both players choose z* with direct feedback, up to choice of kernel.

* True preference is unknown
* Approximate it with a lower-bound

t
MaxMinLCB Acquisition Function h: < arg min%HhH%+ Z —y, log[s(h(x,, )]

T=1
x; = arg max LCB¢(x > w(x)) L eader — (1 —y,)log [l — s(h(zs,x.))]
st w(x) = argxtnin LCB¢(x - x') To construct a lower-bound for

o hi(x,x") estimates the utility gap f(x) — f(z)
* 0¢(x, ) quantifies the estimation uncertainty

x; = w(xt) Follower

Organically balances exploration & exploitation , / /
* What's the role of the Leader? LCB¢ (@, x") = s(hy(x, z")) — Brow(x, ')

e What's the role of the Follower?

Theorem (Anytime Preference-based Conf Seq)

Theorem (Regret - Informal) Choosing 3; =< ¢ + log(1/0) satisfies
With an appropriate choice of 3, MaxMinLCB satisfies

Vt>1,x,x" € X : |P(x = x") — s(he(x, x"))| < Broe(x, x')
IP(VTZ 1: R(T) < C1(77+Iog1/5)ﬁ) >1-94

with probability greater than 1 — 0.
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----- Auer et al. ——  This work == MaxMinLCB [ours] == = Doubler [Ailon '14] MultiSBM [Ailon '14]
— - Faury et al. — — = Kirschner et al. == = Max.InP [Saha "21] === RUCB [Zoghi '14] == == DS [Kirschner "21]
Up Next
Applications in RLHF Learning w Finite Recall Welfare Maximization
adaptive fine-tuning of LLMs to niche  choosing an action from recent history accepting feedback from multiple

domains, personalized & pluralist usage  to improve costs & feedback quality sources and aggregating the preference



