
Bandits with Preference Feedback:
A Stackelberg Game Perspective
Barna Pasztor*, Parnian Kassraie*, Andreas Krause

Stackelberg Perspective

Up Next

Result

Regret

Theorem (Regret - Informal)

With an appropriate choice of �t , MaxMinLCB satisfies

P
⇣
8T � 1 : R(T )  C1 (�T + log 1/�)

p

T
⌘
� 1� �

<latexit sha1_base64="SMcyh0Lp7LfwDOwXCiYTsnR85vE=">AAACR3icbVDBShxBEO3ZaKKrRk2OXhoXIYewzIhoTkHwkqMBVwVnkJqaGm3s7hm6a5Rl2G/IVT/JT8hX5BY82ruuoKsFTT/eq6pXvLzWynMc/406H+bmP35aWOwuLa98Xl1b/3Lsq8YhDbDSlTvNwZNWlgasWNNp7QhMrukkvzoY6yfX5Lyq7BEPa8oMXFhVKgQO1CD1DeL5Wi/ux5OSb0EyBT0xrcPz9eh7WlTYGLKMGrw/S+KasxYcK9Q06qaNpxrwCi7oLEALhnzWTq4dya3AFLKsXHiW5YR9OdGC8X5o8tBpgC/9rDYm39VyM+PM5Y+sVbZumCw+GZeNllzJcRSyUI6Q9TAAQKfC7RIvwQFyCOzVpokXuqylJnyq5lFXpo4s3WBlDNiiTUswSg8LKqHRPGpTXz7jbsg3mU3zLTje7ie7/d3fO739n9OkF8SG2BTfRCL2xL74JQ7FQKBQ4o+4FXfRffQv+h89PLV2ounMV/GqOtEjnWKzCg==</latexit>�
<latexit sha1_base64="RByKOx9C9eJT+s52u0e1ch05BGY=">AAACeHicbZBNT9wwEIa9KW1p+rW0x14slgqQqlWyB9pTtRKXHkHqAhKJVo4zYS38EdkTysrKtb+mV/gv/BVOeMNWgoWRLD9+Z8Zjv0UthcMkuelFL9Zevnq9/iZ+++79h4/9jU9HzjSWw4QbaexJwRxIoWGCAiWc1BaYKiQcF+f7i/zxBVgnjP6N8xpyxc60qARnGKRpn+7PjHFAGV+cHd3KLi6nuPWtg+1A0/4gGSZd0KeQLmFAlnEw3eiNs9LwRoFGLplzp2lSY+6ZRcEltHHWOKgZP2dncBpQMwUu991XWvo1KCWtjA1LI+3Uhx2eKefmqgiViuHMreYW4rO5Qq1MxupH7oWuGwTN7wdXjaRo6MInWgoLHOU8AONWhLdTPmM2+BTcfHRTN4vb3EMTNlFjG9PMgoY/3CjFdOmziikh5yVUrJHY+sxV/zmO4yxwMNv7rFD+sm3bOHierjr8FI5Gw3RvuHc4Gox/Lt1fJ1/IJtkhKflOxuQXOSATwslf8o9ckevebUSj7Wj3vjTqLXs+k0cRje4AM0vCBQ==</latexit>

Choose actions xt, x0
t

<latexit sha1_base64="UxizR+O4QjdWQnJFdAkLFGD/NYY=">AAACaXicbZDLTtwwFIY9KS00vc20m6psLIZKXY0SFpRVNRWbLqnUASQSjU6cE7Cwncg+ASIrj9Jt+0x9Bl6inmEqlYEjWf70n6v+olHSUZL8GURPNp4+29x6Hr94+er1m+Ho7bGrWytwJmpV29MCHCppcEaSFJ42FkEXCk+Ky8NF/uQKrZO1+UFdg7mGcyMrKYCCNB+OvhLHUNBxR9jwXdqdD8fJJFkGfwjpCsZsFUfz0WCalbVoNRoSCpw7S5OGcg+WpFDYx1nrsAFxCed4FtCARpf75e09/xiUkle1Dc8QX6r/d3jQznW6CJUa6MKt5xbio7lCr22m6iD30jQtoRF3i6tWcar5whheSouCVBcAhJXhdi4uwIKgYN+9SctdwuYe2/DJhvqYZxYNXotaazClzyrQUnUlVtAq6n3mqn8cx3EWOLu68T4rtL/p+z4OnqfrDj+E471Juj/Z/743nn5Zub/FttkO+8RS9plN2Td2xGZMsGv2k/1ivwe30Sh6H324K40Gq5537F5E47+RpLxY</latexit>

At every step t
<latexit sha1_base64="hgwirCQiFVgD4rskzHkKrqGOv00=">AAACdXicbZDLbtQwFIY94VbCbUqXVSWLGRCrIemisEIjsemyRUxbqYlGJ85Ja9V2IvtkaGRlxdOwhafhSdjimQ4SnXIky5/+c7P/olHSUZL8GkT37j94+Gjrcfzk6bPnL4bbL09c3VqBM1Gr2p4V4FBJgzOSpPCssQi6UHhaXH1a5k8XaJ2szRfqGsw1XBhZSQEUpPlw7zMKlAvkhTRgO14hlgWIKz7u5jSeD0fJJFkFvwvpGkZsHUfz7cE0K2vRajQkFDh3niYN5R4sSaGwj7PWYRPmwwWeBzSg0eV+9Y+evw5KyavahmOIr9R/Ozxo5zpdhEoNdOk2c0vxv7lCb2ym6kPupWlaQiNuFlet4lTzpUm8lBYFqS4ACCvD27m4BAuCgpW3Jq12CZt7bMMlG+pjnlk0+FXUWoMpfVaBlqorsYJWUe8zV/3lOI6zwNni2vus0P667/s4eJ5uOnwXTvYn6cHk4Hh/NP24dn+L7bJX7C1L2Xs2ZYfsiM2YYN/Yd/aD/Rz8jvaicfTmpjQarHt22K2I3v0B0ZXBeQ==</latexit>

Receive binary feedback yt

<latexit sha1_base64="63HrBT+GS+R/wo2a8s/IAa1o7pA=">AAACmHicbZBNb9QwEIa94auEry3c4GKxQto9sNogVLiAInEAbgti20p1iBxnsmvVTiJ7UhpZ+Tv8Gq4g8W9w0kWiW0ay/eidGY/9ZrWSFheL36Pg2vUbN2/t3Q7v3L13/8F4/+GhrRojYCUqVZnjjFtQsoQVSlRwXBvgOlNwlJ2+6/NHZ2CsrMov2NaQaL4uZSEFRy+l45gyzXGTZW7ZTdsU6RsazfxmmYICp8WUnZ2nOKPP6YBfWW2khl5hRq43OEvHk8V8MQS9CtEWJmQby3R/FLO8Eo2GEoXi1p5EixoTxw1KoaALWWOh5uKUr+HEY8k12MQNX+3oM6/ktKiMXyXSQf23w3FtbaszX9n/y+7mevG/uUzvTMbideJkWTcIpbgYXDSKYkV7H2kuDQhUrQcujPRvp2LDDRfo3b500zBLmMRB4w9ZYxd686CEb6LSmpe5YwXXUrU5FLxR2Dlmi78chiHz7K13jmXanXddF3rPo12Hr8Lhi3l0MD/49HISv926v0eekKdkSiLyisTkA1mSFRHkO/lBfpJfweMgDt4HHy9Kg9G25xG5FMHnPxuIzMQ=</latexit>

P(yt = 1) = s (f(xt)� f(x0
t))

bernoulli sigmoid function

unknown utility
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2
,Goal: sublinear regret

Setting: continuous & kernelized
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compact domain in Rd, f 2 Hk, kfkk  B

Challenges
• Continuous action space
• Qualitative preference feedback
• Costly sampling
• Complexity of exploration & exploitation

Contributions
• Stackelberg Game formulation
• Practical confidence bounds for 

kernelized utilities
• No-regret guarantee
• Very promising performance
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Conf Seq

Theorem (Anytime Preference-based Conf Seq)

Choosing �t ⇣ �t + log(1/�) satisfies

8t � 1, x , x 0 2 X :
��P(x � x 0)� s(ht(x , x 0))

��  �t�t(x , x 0)

with probability greater than 1� �.

Applications in RLHF
adaptive fine-tuning of LLMs to niche 
domains, personalized & pluralist usage

Learning w Finite Recall
choosing an action from recent history 
to improve costs & feedback quality

Welfare Maximization
accepting feedback from multiple 

sources and aggregating the preference

regret of logistic bandit on Ackley 
reward using different conf. seqs.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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Figure 1: Regret of learning the Ackley function with logistic and preference feedback. (a) Same
UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s

1The code is made available at github.com/lasgroup/MaxMinLCB.
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in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].
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Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
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Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s
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UCB algorithms, each using a different confidence set. LGP-UCB performs best, showcasing the
power of Theorem 2. (b): Algorithms with different acquisition functions, all using our confidence
sets. MAXMINLCB is more sample-efficient.

Restricting the optimization domain to Mt ⇢ X is common in the literature [Zoghi et al., 2014a, Saha,
2021] despite being challenging in applications with large or continuous domains. We conjecture that
MAXMINLCB would enjoy similar regret guarantees without restricting the selection domain to Mt

as done in Equation (7). This claim is supported by our experiments in Section 6.2 which are carried
out without such restriction on the optimization domain.

6 Experiments

Our experiments are on finding the maxima of test functions commonly used in (non-convex)
optimization literature [Jamil and Yang, 2013], given only preference feedback. These functions
cover challenging optimization landscapes including several local optima, plateaus, and valleys,
allowing us to test the versatility of MAXMINLCB. We use the Ackley function for illustration
in the main text and provide the regret plots for the remainder of the functions in Appendix E. For
all experiments, we set the horizon T = 2000 and evaluate all algorithms on a uniform mesh over
the input domain of size 100. All experiments are run across 20 random seeds and reported values
are averaged over the seeds, together with standard error. The environments and algorithms are
implemented1 end-to-end in JAX [Bradbury et al., 2018].

6.1 Benchmarking Confidence Sets

Performance of MAXMINLCB relies on validity and tightness of the LCB. We evaluate the quality
of our kernelized confidence bounds, using the potentially simpler task of bandit optimization given
logistic feedback. To this end, we fix the acquisition function for the logistic bandit algorithms to
the Upper Confidence Bound (UCB) function, and benchmark different methods for calculating the
confidence bound. We refer to the algorithm instantiated with the confidence sets of Theorem 2 as
LGP-UCB (c.f. Algorithm 2). The IND-UCB approach assumes that actions are uncorrelated, and
maintains an independent confidence interval for each action as in Lattimore and Szepesvári [2020,
Algorithm 3]. This demonstrates how LGP-UCB utilizes the correlation between actions. We also
implement LOG-UCB1 [Faury et al., 2020] that assumes that f is a linear function, i.e., f(x) = ✓

Tx
to highlight the improvements gained by kernelization. Last, we compare LGP-UCB with GP-UCB
[Srinivas et al., 2010] that estimates probabilities s(f(·)) via a kernelized ridge regression task. This
comparison highlights the benefits of using our kernelized logistic estimator (Proposition 1) over
regression-based approaches [Xu et al., 2020, Kirschner and Krause, 2021, Mehta et al., 2023b,a].
Figure 1a shows that the cumulative regret of LGP-UCB is the lowest among the baselines. GP-UCB
performs closest to LGP-UCB, however, it accumulates regret linearly during the initial steps. Note
that GP-UCB and LGP-UCB differ in the estimation of the utility function ft while estimating
the width of the confidence bounds similarly. This result suggests that using the logistic-type loss
(3) to infer the utility function is advantageous. As expected, IND-UCB converges at a slower rate
than LGP-UCB and GP-UCB due to ignoring the correlation between arms while LOG-UCB1’s
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Preference-based inference is equivalent to learning 
with direct feedback, up to choice of kernel. 

check the paper for formal statement.
View actions as players in a Stackelberg Game
• With objective              , both players choose
• True preference is unknown
• Approximate it with a lower-bound
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via backward induction

Organically balances exploration & exploitation
• What’s the role of the Leader?
• What’s the role of the Follower?

Acquisition function

Theorem
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x
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MaxMinLCB Acquisition Function

To construct a lower-bound for
•            estimates the utility gap
•            quantifies the estimation uncertainty
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